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A B S T R A C T  

This paper presents the uncertainty quantification and sensitivity analysis of the 

standard k-ɛ turbulence model applied to the numerical prediction of the non-cavitating 

and cavitating flow around a 2D NACA66MOD hydrofoil. The turbulence model 

parameters are treated as epistemic uncertain variables, and the forward propagation 

of uncertainty is evaluated using the non-intrusive polynomial chaos approach. The 

required simulations are performed using a commercial CFD solver. The Sobol indices 

are used to rank the relative contribution of closure coefficients to the total uncertainty 

in the output quantities. For the considered case, the ranking of the model parameters 

is not influenced by the presence of the sheet cavity flow, while it varies with respect 

to the considered output quantity. 

1. Introduction 

Cavitation is the phenomenon that consists in the formation and activity of cavities (or bubbles) inside 

a liquid medium [1]. In flowing liquids, cavitation occurs in low-pressure regions where pressure, influenced 

by the system’s geometry, drops below a certain threshold value. Cavitation usually induces negative design 

effects such as hydrodynamic losses, efficiency reduction, noise, erosion and vibration.  

In the case of the hydrofoil, in general, cavitation appears on the hydrofoil suction side and, depending 

on the flow condition, different types of cavitation may develop [2]. An attached sheet cavity flow develops 

on the suction side of the NACA66MOD hydrofoil under the flow conditions considered in this study [3].  

In addition to the experimental studies, different numerical approaches have been employed to predict 

and study the cavitation phenomena, including those around hydrofoils as well as relevant marine engineering 

applications such as marine propellers [4, 5].  

Moreover, recently, uncertainty quantification in CFD (Computational Fluid Dynamics) has been 

growing in interest. Several studies have been carried out in order to quantify the possible impact of both 

parametric and physical uncertainties on numerical predictions. Among others, in the specific case of 

bidimensional cavitating flow simulations, Congedo et al. [6] presented an uncertainty assessment on inlet 
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and turbulence and cavitation model parameters considering sheet cavitation in a venturi geometry. For the 

same case, Bae et al. [7] studied the uncertainty propagation related to inlet velocity and wall roughness. Kara 

et al. [8] estimated the combined effect of uncertainties related to angle of attack, cavitation number and spatial 

discretization (grid) on a NACA66 hydrofoil [9]. 

In this study, we have estimated the effect of the uncertainties related to turbulence model parameters 

on the NACA66MOD hydrofoil [3]. We have employed the RANS (Reynolds Averaged Navier Stokes) 

approach combined with a VOF (Volume of Fluid) method, and evaluated the possible impact of uncertainties, 

related to the standard k-ɛ turbulence model parameters on two selected output values, i.e. lift coefficient, 𝐶𝑙, 

and drag coefficient, 𝐶𝑑. To model the mass transfer rate due to cavitation, the Schnerr-Sauer model [10, 11] 

has been used. 

Different techniques can be used to quantify uncertainty [12-14]. For the specific case of model 

uncertainties in RANS simulations, a very comprehensive review can be found in [15]. Here, to evaluate the 

forward propagation of the uncertainties related to the parameters (constants) of the standard 𝑘-ɛ turbulence 

model, we have applied the Sobol Decomposition to the Polynomial Chaos Expansion (here, for brevity, PCE) 

representation of the distribution of the output values. Polynomial Chaos Expansion is a Response Surface 

Method (RSM), which is a statistical method to solve multivariate problems by using reasonable experimental 

design methods and obtaining certain data through experiments [16]. The Polynomial Chaos representation 

can be derived by intrusive or non-intrusive approaches; only the latter preserves the original governing 

equations of the model. In this study, the Non-Intrusive PCE approach has been used [17]. The uncertainties 

have been treated as epistemic, and the samples (collocation points) have been established using the Latin 

Hypercube Sampling (LHS) strategy [18]. The Sobol indices have been used to rank the relative contribution 

of closure coefficients in the RANS model to the total uncertainty in lift, 𝐶𝑙, and drag, 𝐶𝑑 coefficients.  

The above UQ-methodology has been driven by UQLab – The Framework for Uncertainty 

Quantification [19], and the required simulations have been performed using Simcenter STAR CCM+, a 

commercial CFD solver [20]. 

In this study, PCE has been applied progressively increasing the polynomial order from two to five. The 

effect of the polynomial order on the construction of the PCE response surface has been monitored through 

the evaluation of the Leave-One-Out Cross-Validation error [21]. 

The Sobol indices, used to rank the contributions of turbulence model parameters, were very similar in 

the case of the second and fifth polynomial order. As a matter of fact, here, the ranking of model parameters 

(the distribution of Sobol indices) has been independent of the polynomial order. The ranking of Sobol indices 

is unaffected by the flow regime, whether wetted or cavitating, while it differs for 𝐶𝑑 and 𝐶𝑙; for the considered 

case, the uncertainties propagate similarly for fully-wetted flow and steady sheet cavity flow. 

The paper is organized as follows. The mathematical model used in CFD simulations is first described; 

the turbulence model parameters involved and the related uncertainty ranges are provided. Then, the 

mathematical basis of the PCE is presented. Next, the strategy adopted to practically perform the study is 

discussed, followed by the presentation of the obtained results. Finally, the concluding remarks are formulated. 

2. Mathematical model for CFD simulations. 

 Governing equations 

The numerical simulations, as previously mentioned, have been carried out employing the RANS 

(Reynolds Averaged Navier Stokes) turbulence model combined with the VOF (Volume of Fluid) method, 

according to the following set of governing equations: 

𝛻 ∙ 𝑽 = �̇� (
1

𝜌𝑙
−

1

𝜌𝑣
)                                                                                                                                  (1) 

𝜕(𝜌𝑽)

𝜕𝑡
+ 𝛻 ∙ (𝜌𝑽𝑽) = −𝛻𝑃 − 𝛻 ∙ {(𝜇 + 𝜇𝜏) [ 𝛻𝑽 + (𝛻𝑽)𝑇] }                                                          (2)  
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𝜕𝛼

𝜕𝑡
+ ∇ ∙ (𝛼𝑽) =

�̇�

𝜌𝑣
                                                                                                                                    (3) 

In the above equations the phases are considered incompressible (i.e. water, 𝜌𝑙, and water vapour 

density, 𝜌𝑣, are constant) and share the same time averaged mixture velocity field V. Moreover, P is the time 

averaged pressure, �̇� is the interphase mass transfer rate due to cavitation, 𝜇𝜏 is the turbulent viscosity 

(evaluated using the turbulence model), 𝛼 is water vapour volume fraction defined on each computational cell 

as: 

𝛼 =
𝑉𝑜𝑙𝑢𝑚𝑒 𝑊𝑎𝑡𝑒𝑟 𝑉𝑎𝑝𝑜𝑢𝑟

𝑇𝑜𝑡𝑎𝑙 𝑐𝑒𝑙𝑙 𝑣𝑜𝑙𝑢𝑚𝑒
                                                                                                                 (4) 

and it is used to determine the mixture dynamic viscosity, 𝜇, and density, 𝜌, as: 

𝜌 = 𝛼𝜌𝑣 + (1 − 𝛼)𝜌𝑙                                                                                                                                 (5) 

𝜇 = 𝛼𝜇𝑣 + (1 − 𝛼)𝜇𝑙                                                                                                                                 (6) 

 Turbulence model 

The standard 𝑘-𝜀 turbulence model has been used to derive the turbulent viscosity, 𝜇𝜏, as a function of 

turbulence kinetic energy, 𝑘, and turbulence dissipation rate, ɛ. The distribution of 𝑘 and ɛ throughout the flow 

field is governed by the following transport equations [22]: 

𝜕

𝜕𝑡
(𝜌𝑘) +  𝛻 ∙ (𝜌𝑽𝑘)  =  ∇ ∙ [(𝜇 +  

𝜇𝑡

𝜎𝑘
) ∇𝑘]  +  𝑃𝑘 −  𝜌𝜀                                                                  (7) 

𝜕

𝜕𝑡
(𝜌𝜀) +  𝛻 ∙ (𝜌𝑽𝜀) =  ∇ ∙ [(𝜇 + 

𝜇𝑡

𝜎𝜀
) ∇𝜀]  +  𝐶𝜀1

𝜀

𝑘
𝑃𝑘 −  𝐶𝜀2

𝜌
𝜀2

𝑘
                                                 (8) 

The turbulent viscosity is related to 𝑘 and ɛ as: 

𝜇𝑡 =  𝜌𝐶𝜇

𝑘2

𝜀
                                                                                                                                                (9) 

The uncertainty related to the model constants (𝐶𝜇 , 𝐶𝜀1
, 𝐶𝜀2

, 𝜎𝑘 , 𝜎𝜀) has been investigated within the 

ranges provided in Table 1, representing also standard values assumed for the aforementioned model  

constants [23]. 

Table 1.  Intervals of k-ε coefficients 

Coefficient Lower Bound Upper Bound Interval Standard 

𝐶𝜇 0.050 0.150 0.100 0.090 

𝜎𝑘 0.800 1.400 0.600 1.000 

𝐶𝜀1
 1.000 1.500 0.500 1.440 

𝐶𝜀2
 1.500 3.000 1.500 1.920 

𝜎𝜀 0.290 1.500 1.210 1.300 

We clarify that the ranges for 𝐶𝜇, 𝐶𝜀1
, 𝐶𝜀2

, 𝜎𝑘  have been set according to [24], while for the determination 

of the sensitivity interval of 𝜎𝜀, the lower and upper bounds of 𝐶𝜇, 𝐶𝜀1
, 𝐶𝜀2

 have been alternatively used in the 

following equation [25]  

𝜎𝜀 =  
𝜅2

𝐶𝜇

1
2(𝐶𝜀2

− 𝐶𝜀1
)

                                                                                                                               (10) 

with 𝜅 = 0.41 being the Von Karman constant. 
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 Interphase mass transfer rate 

As for the computation of the interphase mass transfer rate due to cavitation, �̇�, in this study, a native 

model available in Simcenter STAR-CCM+, i.e. the Scherr and Sauer model [26, 27], has been employed. 

3. Uncertainty quantification and sensitivity analysis 

In the following, the PCE method is described along with the Sobol indices used to rank the parameters. 

The Leave-One-Out Cross-Validation error used to evaluate the accuracy of the PCE response surface is also 

presented. 

 Polynomial Chaos Expansion 

The Polynomial Chaos Expansion is a Stochastic finite element method based on the spectral representation 

of uncertainty. In particular, given a vector of deterministic variables 𝒙 =  (𝑥1, … , 𝑥𝑚) and a vector of random 

variables 𝝃 =  (𝜉1 , … , 𝜉𝑛), the general stochastic response function 𝑌(𝒙, 𝝃) can be expressed with a truncated 

polynomial series where the discrete sum is evaluated over (M+1) output modes [6, 13, 28, 29]: 

𝑌(𝒙, 𝝃) ≈  ∑ 𝛼𝑖(𝒙)𝜑𝑖(𝝃)

𝑀

𝑖=0

                                                                                                                     (11) 

where 𝛼𝑖(𝒙) are the deterministic Polynomial Chaos coefficient, and 𝜑𝑖(𝝃) are multivariate orthogonal 

polynomials. In the specific case of uniformly distributed input variables defined over a hyperrectangular 

domain, the Legendre polynomials are used.  

 Point-Collocation Non-Intrusive Polynomial Chaos approach 

Using a non-intrusive approach, the unknown PCE coefficients, 𝛼𝑖(𝒙), can be determined as follows. 

First, the number of the required collocation points (samples), 𝐾, have to be evaluated. They can be determined 

as:  

𝐾 =  𝑛𝑝

(𝑛 + 𝑝)!

𝑛! 𝑝!
=  𝑛𝑝(𝑀 + 1)                                                                                                           (12) 

where 𝑛 is the number of random input variables,  𝑝, is the degree of the polynomial chaos, and 𝑛𝑝 = 2 is the 

oversampling ratio [30-32]. 

Then, for each collocation point (here, a certain combination of values of turbulence model parameters), 

responses (here, 𝐶𝑑 and 𝐶𝑙) are evaluated by the direct resolution of the governing equations (here, performing 

a CFD simulation). Eventually, the resulting linear system (13) [33, 34] is solved in least-squares sense to 

obtain the 𝛼𝑖(𝒙) coefficients. In the context of this study, the LARS algorithm [35] has been used. 

{
𝑌(𝒙, 𝝃0)

⋮
𝑌(𝒙, 𝝃𝐾−1)

} =  [
𝜑0(𝝃0) ⋯ 𝜑𝑀(𝝃0)

⋮ ⋱ ⋮
𝜑0(𝝃𝐾−1) ⋯ 𝜑𝑀(𝝃𝐾−1)

] {
𝛼0(𝒙)

⋮
𝛼𝑀(𝒙)

}                                                                 (13) 

 Statistics and Sobol indices 

In the case of the Legendre PCE, the mean value 𝜇𝑃𝐶 , partial variances 𝐷𝑖1,…,𝑖𝑠
 and the total variance 𝐷 

of responses can be evaluated as [29, 34, 36]: 

 𝜇𝑃𝐶  =  ∫ 𝑌(𝒙, 𝝃)
Ω

𝑑𝝃 =  𝛼0(𝒙)                                                                                                           (14) 

𝐷 =  𝜎𝑠𝑡𝑑
2 =  ∫ [𝑌(𝒙, 𝝃) −  𝜇𝑃𝐶]2

Ω

𝑑𝝃 =  ∑ 𝛼𝑖
2(𝒙)

𝑀

𝑖 = 1

                                                                       (15) 
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𝐷𝑖1,…,𝑖𝑠
=  ∑ 𝛼𝒎

2 (𝒙)

𝒎 ∈ ℐ

                                                                                                                              (16) 

𝓘 =  {𝒎 ∈ (1, … , 𝑀): 𝑘 ∈ (𝑖1, … , 𝑖𝑠) ⇔ 𝑚𝑘 ≠ 0}                                                                             (17) 

where Ω is the support region of random input variables. 

The main effect Sobol indices and interactions are evaluated as [37, 38]: 

𝑆𝑖1,…,𝑖𝑠
=  

𝐷𝑖1,…,𝑖𝑠

𝐷
                                                                                                                                       (18) 

while the total Sobol indices are determined as: 

𝑆𝑖
𝑇 =  ∑ 𝑆𝑖1,…,𝑖𝑠

𝑖⊂(𝑖1,…,𝑖𝑠)

                                                                                                                              (19) 

It should be noted that Sobol indices are simply the ratio between partial variances and the total variance. 

They can be evaluated for both single random variables, 𝑆𝑖, and interaction between variables, 𝑆𝑖𝑗 , and the 

below property is satisfied [39, 40]: 

∑ 𝑆𝑖  +  ∑ 𝑆𝑖𝑗  + ⋯ +  𝑆1 ,… ,𝑛 = 1                                                                                          (20)

𝑛−1

1 ≤𝑖 <𝑗 ≤𝑛

𝑛

𝑖=1

 

The Sobol indices are related to the selected Polynomial Chaos degree, in fact for a Polynomial Chaos 

of the second order we can compute the Sobol indices of single (main) coefficients and two-way interactions, 

for a Polynomial Chaos of the third order we can compute the Sobol Indices of single variables, two-way and 

three-way interactions. 

For the sake of completeness, we point out that main Sobol indices above 0.2 typically suggest a 

significant influence on the output. Variables with high indices are critical to the fluid dynamic model and 

warrant close attention. 

 Leave-One-Out Cross-Validation error. 

In order to monitor the performance of PCE, corresponding to a given order, the Leave-One-Out (LOO) 

Cross-Validation error, 𝜀𝐿𝑂𝑂 , has been evaluated [35]: 

𝜀𝐿𝑂𝑂 =  
∑ [ℳ(𝒙, 𝝃𝑖) − ℳ𝑃𝐶\𝑖(𝒙, 𝝃𝑖)]

2𝐾−1
𝑖 = 0

∑ [ℳ(𝒙, 𝝃𝑖) −  𝜇𝑃𝐶]2𝐾−1
𝑖=0

                                                                                         (21) 

In the above equation, ℳ(𝒙, 𝝃𝑖) is the response value obtained with a CFD simulation for the i-th 

collocation point (certain combination of input parameters) and ℳ𝑃𝐶\𝑖(𝒙, 𝝃𝑖) is the reduced response value 

obtained with the PCE response surface neglecting the i-th collocation point. 

𝜀𝐿𝑂𝑂 provides an indication of the expected performance of the model on unobserved data, thus a lower 

value suggests a better model performance in terms of predictive accuracy and generalization. Let us remark 

that 𝜀𝐿𝑂𝑂, as defined in equation (21), is not an absolute error but is a relative error, showing how much the 

model is both accurate and robust to slight variations in the data compared to the variance of the observed 

data. 

4. Numerical framework/strategy 

Based on the models described in the previous sections, in this study, a computational strategy similar 

to [33] has been employed. The non-intrusive PCE method has been applied in three subsequent steps 

described in the following.  
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 The Logic of the strategy 

Step 1: As a first step the number of the collocation points, 𝐾, has been set according to [30, 31] using 

expression (12). Then, 𝐾, combinations of input parameters have been generated using Latin Hypercube 

Sampling (LHS), and in accordance with ranges provided in section 2.2. 

Step 2: CFD simulations have been carried out for the 𝐾 combinations.  

Step 3: The results obtained at step 2 (𝐶𝑙, 𝐶𝑑 for each combination) have been used to determine the 

PCE coefficients involving the LARS algorithm. Finally, the PCE statistics, as well as sensitivity indices, have 

been evaluated according to equations (14)-(18). Finally, 𝜀𝐿𝑂𝑂 has been evaluated.  

In Fig.1 a sketch of the strategy is presented.  

 
Fig. 1  Logical diagram of the strategy 

Here, the overall strategy has been applied 4 times, increasing the order of the PCE from 2 to 5. The 

number of the required simulations corresponding to different polynomial orders is given by equation (12), 

where n=5, 𝑝 ranges from 2 to 5 and 𝑛𝑝=2. 

 CFD Setup 

To simulate the flow around the hydrofoil, the two-dimensional domain depicted in Fig. 2 has been used. 

The computational domain has been spatially discretized using a 2D unstructured polygonal mesher, 

available in Simcenter STAR-CCM+, with a layer of prismatic cells inflated from the surface of the hydrofoil. 

The mesh-generation process has been automated and parametrized, so that all the refinement steps, adopted 

by the current meshing strategy, are linked in relative terms to a given cell base-size. A mesh-sensitivity study 

has been carried out considering the fully wetted flow condition and using progressively refined meshes, 

generated using different values of the cell base-size as reported in Table 2. For reasons of computational 

efficiency, the uncertainty quantification study relies on the coarse mesh. In Fig. 3 a snapshot of the coarse 

mesh is shown. 
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Fig. 2  Sketch of the computational domain 

 

 

Fig. 3  Mesh close to the hydrofoil 

Table 2  Mesh sensitivity study 

MESH Mesh nodes on 

airfoil 

Nr. of cells Base size for mesh 

generation [mm] 

Min y+ (max y+) 𝐶𝑑 𝐶𝑙 

COARSE (C) 663 32874 10 2.7 (11) 0.0218 0.6151 

MEDIUM (M) 1268 81425 5 1.2 (6.2) 0.0242 0.6010 

FINE (F) 2477 226455 2.5 0.47 (3.4) 0.0254 0.5949 

Moreover, the following boundary conditions have been applied. On the Inlet boundary, according to 

[41], prescribed values of 𝑘 and ɛ, as well as free-stream velocity, 𝑉 , have been imposed; the value of the 

vapour volume fraction has been set equal to zero. On the Outlet boundary, a fixed value of static pressure has 

been imposed. On the solid surfaces of the hydrofoil, as well as on the top and bottom boundaries of the 

domain, a no-slip boundary condition has been imposed. The simulations have been switched from the fully-

wetted flow conditions to the considered cavitating flow regime (i.e. 𝜎 =
𝑃𝑜𝑢𝑡−𝑃𝑣

0.5 𝜌𝑙 𝑉2 = 0.91) varying the value 

of the vapour pressure. For water and water-vapour the following characteristics have been set  

𝜌𝑙 =  997kg/m3, 𝜇𝑙 = 8.89324 × 10−4 Pa s, 𝜌𝑣 =  0.023084 kg/m3, 𝜇𝑣 = 9.055 × 10−6 Pa s. All the 

simulations have been unsteady, where for the time discretization the second order implicit time scheme has 

been employed with a time-step equal to 10-4 s. It is assumed that steady-state conditions have been attained 
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once the standard deviation of the drag coefficient over a set of samples spanning the last 3 milliseconds drops 

below 0.0125% of the average drag coefficient measured over the same time frame.  

5. Results 

In this section, the results obtained by applying the developed strategy are presented as follows. At first, 

the convergence rate study, evaluated monitoring  𝜀𝐿𝑂𝑂 is presented. Then, the influence of the polynomial 

order on the mean values, 𝜇𝑃𝐶 , of the lift and drag coefficients along with the corresponding standard deviation, 

σstd, are shown. Finally, the comparison of Sobol Indices, aimed to rank the importance of the single turbulence 

model constants as well as the importance of interactions between two constants (pairs), on the selected output 

values 𝐶𝑙, 𝐶𝑑 is provided.  

 PCE Convergence rate  

From the trends shown in Fig. 4, it is possible to notice that, as expected, the value of 𝜀𝐿𝑂𝑂 reduces with 

the increase of the polynomial order. The error reduces monotonically for both considered output values  

(𝐶𝑑 , 𝐶𝑙). From a general point of view, it is possible to notice that the error is higher for the cavitating flow 

regime.  

 

Fig. 4  𝜀𝐿𝑂𝑂 of responses, 𝐶𝑑  (left), 𝐶𝑙 (right), for the two different flow regimes 

 Hydrodynamic characteristics  

In Fig. 5, mean values and confidence intervals of responses for the different flow regimes are given.  

The confidence intervals have been determined by the equation: 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙 = 𝜇𝑃𝐶 ± 𝑀𝑂𝐸                                                                                                (22) 

where the Margin Of Error (MOE) for a 95% confidence interval is given by 

𝑀𝑂𝐸 ≡ 1.96
𝜎𝑠𝑡𝑑

√𝐾
                                                                                                                                     (23) 

Considering the results for the wetted flow (left column of Fig. 5), a convergent trend can be observed. 

However, in the case of cavitating flow, the predicted values do not exhibit a convergent trend, principally to 

the mean 𝐶𝑑 and 𝐶𝑙 values obtained with the PCE of the fourth order which are overpredicted (considering the 

expected trend). 

 

 



S. Romani et al. Brodogradnja Volume 76 Number 1 (2025) 76105 

 

9 

 

 

Fig. 5  Mean Values and Confidence Intervals of outputs, 𝐶𝑑,𝐶𝑙; wetted flow (left), cavitating flow (right) 

Finally, it is also possible to note that confidence intervals decrease with the increment of the polynomial 

order showing the expected trend, i.e., the calculation error of the uncertainty reduces by increasing the 

polynomial degree. 

 Sobol Indices 

In the following, the ranking of the single model constants (main parameters) and pairs (two-way 

interactions), evaluated with reference to 𝐶𝑑, is first presented. Then, a similar analysis is given considering 

𝐶𝑙. For the sake of clarity, we point out that in the following figures, the main Sobol indices refer to those 

evaluated through equation (18), while the total indices refer to those obtained by summing the contributions 

of the main values and the values of the interactions (see equation (19)). It is important to point out, that for 

the sake of convenience only the results corresponding to the PCE of the second and fifth order are compared.  

 Drag coefficient 

In Fig. 6 the Sobol indices related to 𝐶𝑑, for fully wetted flow conditions, are shown. It is possible to 

note that with the PCE of the second and fifth order, the same ranking of indices has been obtained, with the 

highest values corresponding to 𝜎𝜀. It is interesting to point out, that the value of 𝜎𝜀 is at least double compared 

to the other coefficients, showing that most of the uncertainty in the calculation of the drag coefficient 

originates from the model for the turbulent transport of the turbulent dissipation rate.  
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Fig. 6  Main 𝑆𝐼 , and total 𝑆𝑇, Sobol Indices of 𝐶𝑑 for fully wetted flow; second order PCE (left), fifth order PCE (right) 

  

Fig. 7  Ranking of pairs 𝑆𝐼𝐼 (two-way interactions) of 𝐶𝑑 for fully wetted flow; second order PCE (left), fifth order PCE (right) 

As for the ranking of two-way interactions, from Fig. 7 it is possible to observe that, in this case, the 

pair which seems to mostly influence the prediction of drag is 𝐶𝜀1
− 𝜎𝜀 . The ranking of the most intense 

interactions, i.e. 𝐶𝜀1
− 𝜎𝜀 and 𝜎𝑘 − 𝜎𝜀, is consistent between the second- and the fifth-order PCE 

representations.  

Considering the results presented in Fig. 8 and Fig. 9, it is possible to observe that, also for the cavitating 

flow regime, the parameter with the highest weight is 𝜎𝜀 and the two-way interaction which seems to influence 

most the results is still 𝐶𝜀1
− 𝜎𝜀 . As a matter of fact, it seems that the ranking of the model constants is not 

influenced by the presence of the attached sheet cavity. 



S. Romani et al. Brodogradnja Volume 76 Number 1 (2025) 76105 

 

11 

 

  

Fig. 8  Main 𝑆𝐼 , and total 𝑆𝑇, Sobol Indices of 𝐶𝑑 for cavitating flow; second order PCE (left), fifth order PCE (right) 

  

Fig. 9  Ranking of pairs (interactions) of 𝐶𝑑 for cavitating flow; second order PCE (left), fifth order PCE (right) 

 Lift Coefficient 

Considering the results related to the lift coefficient, for the fully-wetted flow condition, from Fig. 10 it 

is possible to note that, in this case, the turbulence model coefficient which seems to have the higher impact 

on the predictions of lift values is 𝐶𝜀2
. Considering the results related to the pairs (ranking of the importance 

of the interaction of two parameters) presented in Fig. 11, a dominant interaction is that of pair 𝐶𝜀1
− 𝐶𝜀2

; 

other pairs seem to have a very minor/negligible influence. Accordingly, the uncertainty on the lift coefficient 

is mostly affected by the uncertainty on the modelling of the production (by mean flow) and of the dissipation 

(by viscous effects) of the turbulent dissipation rate. 
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Fig. 10  Main 𝑆𝐼 , and total 𝑆𝑇, Sobol Indices of 𝐶𝑙 for fully wetted flow; second order PCE (left), fifth order PCE (right) 

  

Fig. 11  Ranking of two-way interactions of 𝐶𝑙 for fully wetted flow; second order PCE (left), fifth order PCE (right) 

As for the cavitating flow regime, Fig. 12 shows a ranking very similar to that obtained for the  

fully-wetted flow (see Fig. 10), with 𝐶𝜀2
being the parameter with the higher score/ranking. Instead, for two-

way interactions, from Fig. 13 it seems that also for the cavitating flow regime the most important interaction 

is that between parameters 𝐶𝜀1
− 𝐶𝜀2

.  

Generally speaking, it is interesting to note that also in the case of the lift coefficient the ranking has not 

been influenced by the different flow regimes.  
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Fig. 12  Main 𝑆𝐼 , and total 𝑆𝑇, Sobol Indices of 𝐶𝑙 for cavitating flow; second order PCE (left), fifth order PCE (right) 

  

Fig. 13  Ranking of pairs (interactions) of 𝐶𝑙 for cavitating flow; second order PCE (left), fifth order PCE (right) 

Finally, considering the overall results related to ranking, it seems that, in this case, the flow regime 

does not influence the weights of variables (the outputs are mainly sensitive to the variation of the same 

coefficients for both the typologies of flow). In this respect, for the sake of clarity, the most important main 

parameters and pairs have been collected in Table 3.  

Moreover, from the obtained results, the values of the interactions among the parameters of the Standard 

𝑘-𝜀 turbulence model were higher in the case of the cavitating flow. Thus, for both 𝐶𝑙 and 𝐶𝑑 the Sobol Indices 

of total order associated to the cavitating flow are greater than the Sobol Indices of total order associated to 

the wetted flow. 

Table 3  The most important parameters related to Sobol indices (independent of the polynomial order) 

 𝐶𝑑 𝐶𝑙 

 𝑆𝐼 𝑆𝐼𝐼 𝑆𝐼 𝑆𝐼𝐼 

Wetted 𝜎𝜀 𝐶𝜀1 − 𝜎𝜀 𝐶𝜀2 𝐶𝜀1 − 𝐶𝜀2 

Cavitating 𝜎𝜀 𝐶𝜀1 − 𝜎𝜀 𝐶𝜀2 𝐶𝜀1 − 𝐶𝜀2 
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6. Conclusions 

In this study, the Global Sensitivity Analysis has been applied to the case of the RANS simulations of 

the flow around the NACA66MOD hydrofoil operating at a given angle of attack (AoA = 4 deg). More 

precisely, the possible propagation of the uncertainties related to the coefficients of the standard k − ε 

turbulence model on the predicted lift and drag coefficients has been evaluated. The study has been conducted 

for fully wetted flow and a selected cavitating flow regime. 

To this aim, we have employed a Polynomial Chaos Expansion based on a Point-Collocation Non-

Intrusive approach along with Sobol decomposition. The uncertainties have been treated as epistemic. 

The solution strategy, based on PCE and Sobol decomposition, has been implemented using UQLAB (The 

Framework for the Uncertainty Quantification) and the required simulations have been performed using 

Simcenter-STAR CCM+. 

The study has been repeated varying the polynomial order from two to five and the convergence rate 

(approximation level) of the generated response surfaces has been monitored by the evaluation of the Leave-

One-Out Cross-Validation error. 

For the considered case, for the fully-wetted flow conditions, a minor error has been observed compared 

to the corresponding cavitating flow conditions. For both regimes, the error reduces monotonically with the 

increase of the polynomial order. However, only minor differences have been observed between the results 

obtained with the PCE of the second and fifth order, respectively. 

Regarding the ranking of the coefficients and pairs some differences have been observed between the 

results obtained from the analysis performed considering 𝐶𝑑 and 𝐶𝑙, respectively. Indeed, in this case, the 

ranking has not been influenced by the flow regime. As a matter of fact, for the fully-wetted flow condition 

as well as sheet cavity flow regime, in the case of 𝐶𝑑 the dominant main Sobol index is 𝜎𝜀 while the pair is 

𝐶𝜀1
− 𝜎𝜀 . In the case of 𝐶𝑙 the dominant main Sobol index is 𝐶𝜀2

, while for the pair 𝐶𝜀1
− 𝐶𝜀2

. 
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