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A B S T R A C T  

Ship motion prediction is essential in marine engineering, but missing data caused by 

sensor faults or signal interruptions often degrades the accuracy of long short-term 

memory (LSTM) models. This study investigates how different missing data rates and 

imputation methods affect LSTM prediction performance. A ship-motion dataset under 

various speeds and wave conditions was used to examine model feasibility and 

hyperparameter sensitivity. Traditional filling strategies, including zero and mean 

filling, were compared under missing data scenarios. Results show that data loss 

significantly reduces prediction accuracy. The mean-filling method generally performs 

better than zero-filling, though its effectiveness decreases with higher data diversity. 

Proper data clustering can effectively enhance its performance.

1. Introduction 

With the rapid advancement of artificial intelligence (AI), data-driven modeling has become a widely 

adopted approach in engineering and scientific domains for tasks such as classification, prediction, and 

regression, yielding promising results. The awarding of the 2024 Nobel Prize to breakthroughs in AI 

underscores the significance of this field. As society enters the era of big data, the availability of high-quality 

and reliable data has become critical for effective data analysis and model training. However, in actual 

situations, due to equipment aging, sensor failure, external environment or human factors, etc., the acquired 

data will be affected by data missing, which is also a common and classic problem in neural networks, and 

will have a certain impact on prediction accuracy and system security. Deep neural networks may make high-

confidence erroneous predictions for meaningless input data, revealing the high dependence of models on the 

integrity and continuity of input data, as well as potential generalization problems [1]. 

As early as 2006, artificial neural networks (ANN) were used in the field of medical treatment for 

computer-aided diagnosis, that is, to diagnose diseases through patient image data. However, since medical 

sensors and imaging data are often missing, medical neural network models are particularly sensitive to 

missing values in diagnosis or survival prediction, which has a certain impact on the accuracy of  

prediction [2]. Similarly, in the domain of meteorology, the work by Hua et al. [3] has increasingly focused 

on accurate air quality prediction due to rising environmental concerns. They emphasize that such predictions 
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are crucial for planning preventive measures and formulating policies to address potential health hazards and 

environmental issues caused by poor air quality. Since air quality data are typically time series in nature, 

researchers also note that missing values frequently occur during data preparation and aggregation stages for 

various reasons. Junninen et al. [4] argue that the inability to properly analyze and handle these missing values 

can significantly hinder the overall data analysis process. Moreover, traffic prediction has become a critical 

component of intelligent transportation systems and smart cities. Both travelers and urban planners depend on 

accurate traffic information for route optimization and traffic management. However, traffic data is also prone 

to missing values caused by both human-related and natural factors. Consequently, addressing the impact of 

missing data on traffic flow prediction has emerged as a key research topic, gaining increasing attention in 

both academic and practical contexts [5]. 

Among various engineering applications affected by missing data, ship motion prediction stands out as 

a critical task in the field of naval architecture and ocean engineering. Accurate prediction of ship motion 

plays a vital role in ensuring navigation safety, structural integrity, energy efficiency, and real-time decision-

making, especially under complex sea conditions [6]. Recent studies published in journal Brodogradnja have 

advanced data-driven and hybrid approaches for ship motion prediction. Atasayan et al. [7] developed a grey-

box identification approach combining physics-based knowledge with machine learning, achieving improved 

maneuvering performance but relying heavily on complete datasets. With the increasing development of 

intelligent marine systems and unmanned surface vessels (USVs), ship motion prediction has become one of 

the cornerstones of autonomous navigation and motion control. In practice, ship motion involves six degrees 

of freedom (6DOF), including surge, sway, heave, roll, pitch, and yaw, which are influenced by various 

environmental and operational factors such as wave parameters, hull form, and control inputs [8]. Due to this 

complex and highly nonlinear dynamic behavior, traditional physics-based prediction models often suffer 

from limitations in generalization and adaptability under diverse conditions. In addition, CFD-based studies 

of added resistance in short regular waves highlight that post-processing choices materially affect the 

reliability of extracted responses, underscoring the sensitivity of downstream predictive models to input 

quality [9]. 

Therefore, this study has practical significance in ship data processing. Due to the 6DOF in the ship 

motion and the complexity of the external environment, there are more parameters for predicting ship motion, 

and the prediction model is more complex [10]. Long short-term memory (LSTM) networks have been widely 

used in ship motion prediction due to their good performance in time series data [11]. The model can learn 

complex dynamic patterns directly from data without explicit physical assumptions. For instance, D’Agostino 

et al. [12] employed recurrent neural networks (RNN, LSTM, GRU) for short-term forecasting of ship motions 

in irregular waves, proving the feasibility of machine-learning-based nowcasting. Diez et al. [13] combined 

dynamic mode decomposition (DMD) with neural networks for equation-free prediction of ship motions, 

bridging data-driven modeling and system identification, yet their framework also assumed complete time 

histories during training. Moreover, explainable machine-learning work on operational ship data has shown 

that model accuracy and interpretability hinge on input reliability, reinforcing the importance of data 

completeness for maritime datasets [14]. 

Given the prevalence of missing data across various domains, substantial research has been conducted 

to investigate its impact on recurrent models, particularly LSTM networks. As LSTM models are widely used 

for time series prediction due to their ability to capture temporal dependencies, their performance can degrade 

significantly in the presence of missing values. Missing values were generated under missing completely at 

random (MCAR) mechanism at 10 %, 15 %, 25 %, and 35 % rates of missingness using complete data of 24-

h ambulatory diastolic blood pressure readings. The performance of the mean, Kalman filtering, linear, spline, 

and Stineman interpolations, exponentially weighted moving average (EWMA), simple moving average 

(SMA), k-nearest neighborhood (KNN), and last-observation-carried forward (LOCF) imputation techniques 

on the time series structure and the prediction performance of the LSTM and autoregressive integrated moving 

average (ARIMA) models were compared on imputed and original data [15]. 

Recently the critical role of data completeness and continuity in the accuracy and reliability of LSTM 

models is highlighted for predicting algal blooms. Zhang et al. [16] demonstrates that missing chlorophyll 
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concentration (Chl) has a greater negative impact on the predictive performance of LSTM models compared 

to missing temperature, dissolved oxygen and pH data. Chl, being a primary indicator of algal biomass, 

directly influences the accuracy of LSTM forecasts, and its absence resulted in substantial increases in root 

mean square error and lower correlations. And in the ship design field, generative adversarial network (GAN)-

based generative models have been used to reconstruct incomplete design parameters when the data is 

incomplete, illustrating a trend toward deep generative imputation [17]. 

To address the issue of missing data in time series, researchers have explored a range of imputation 

techniques. Traditional approaches include listwise deletion and simple statistical methods, such as replacing 

missing values with the mean, median, or mode of the observed data [18]. However, these methods may lead 

to information missing or bias, especially in time-dependent datasets. More advanced techniques such as 

regression imputation estimate missing values based on correlations with other variables. Another commonly 

used approach in time series is LOCF, which assumes temporal consistency by filling each missing value with 

the last available observation. Although LOCF is easy to implement and maintains the temporal structure, it 

may not reflect true dynamics when values fluctuate rapidly over time [19]. Machine learning-based 

techniques like k-nearest neighbors imputation (KNNI) and miss forest, based on random forests, improve 

imputation by capturing nonlinear patterns in the data [20]. Recent years, deep learning approaches have been 

increasingly adopted. GANs and generative adversarial imputation networks (GAIN) leverage adversarial 

training to reconstruct missing components [21]. Kalman filtering provides recursive estimation under known 

system dynamics [22]. Cutting-edge methods such as diffusion models [23] and transformer-based hybrid 

models [24] further enhance imputation performance by capturing long-range dependencies and adapting to 

real-time changes in missing data scenarios. In the market-forecasting domain, Ribeiro et al. [25] provided a 

review-type study that systematically compared multiple imputation strategies and analyzed their influence 

on predictive performance. As a survey, their work highlighted that different interpolation or reconstruction 

methods can yield substantially different forecasting outcomes, underscoring that missing data handling is 

itself a decisive factor in time-series modeling. 

It is evident that missing data can adversely affect the predictive performance of LSTM models to 

varying degrees. In the maritime domain, this issue becomes even more complex due to the high 

dimensionality of ship motion data, the diversity of missing data types, and the variability in feature-missing 

combinations [26]. These factors raise important questions regarding how such missing patterns influence the 

accuracy of LSTM-based ship motion prediction under different sea states, wave lengths, and vessel 

configurations, and what strategies can be employed to mitigate their impact. Understanding and addressing 

these effects is critical for improving the robustness and reliability of ship motion forecasting systems in real-

world scenarios. 

Although previous studies have successfully applied deep learning models such as LSTM and GRU for 

ship motion prediction, most of them assumed complete time-series data without considering sensor failures 

or data gaps. However, few studies have systematically evaluated how different imputation strategies 

influence model performance. Therefore, this work focuses on examining the impact of missing data on 

LSTM-based prediction and assessing the effectiveness of common imputation methods under various missing 

rates. Combined with evidence from other fields—such as medicine, ecology, traffic forecasting, and financial 

markets, this indicates that the impact of missing values extends across application domains—yet similar 

review-level analyses remain limited in ship-motion prediction, where sensor dropout is common. 

Accordingly, this study is devoted to a comprehensive investigation of the influence of feature-level 

missing data on the predictive accuracy of LSTM-based ship motion models. By designing controlled 

experiments with continuous missing rates and patterns under typical operating conditions, this paper 

evaluated the different effects of missing specific motion-related parameters on model performance. The 

model is then trained with motion data under complete database conditions, and feature importance analysis 

is performed to identify the most influential variables, whose missingness leads to a significant drop in 

prediction accuracy. In addition, this study conducts a comparative evaluation of several interpolation 

strategies, ranging from classical statistical techniques to machine learning algorithms and deep generative 

models. The goal is to determine the most effective way to mitigate the adverse effects of data incompleteness, 
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thereby improving the robustness and reliability of LSTM-based prediction systems in practical maritime 

applications. The workflow of this article is shown in Figure 1. 

 
Fig. 1  Framework of LSTM-based ship motion prediction under normal and missing data conditions 

The rest of this paper is organized as follows. Section 2 introduces the theoretical background of the 

LSTM model and describes the approach used to simulate missing data, including the zero- and mean-filling 

strategies. Section 3 presents the ship-motion dataset generated by Open field operation and manipulation 

(OpenFOAM) simulations and explains the relevant parameters under different operating conditions. Section 

4 reports the prediction results obtained by the LSTM model, comparing the performance between complete 

and missing data cases, followed by a discussion of the effects of different filling methods. Finally, Section 5 

concludes the paper and summarizes the main findings and implications of this study. 

2. Methodology 

This section mainly introduces the overall methodology, including the origin and basic principles of the 

LSTM-based prediction framework, the data imputation methods for handling missing values, and the 

evaluation metrics used to assess prediction performance such as mean absolute error (MAE), mean squared 

error (MSE), root mean squared error (RMSE), and coefficient of determination (𝑅2). 

2.1 LSTM neural network 

RNN is a type of artificial neural network for handling sequential data like time series and text. In 1991, 

Hochreiter discovered the long-term dependencies problem of recurrent neural networks, which means that 

when learning long sequences, recurrent neural networks will experience gradient vanishing and gradient 

explosion and cannot grasp nonlinear relationships over long time spans. To solve the long-term dependency 

problem, RNN improvements continue to emerge, the most important of which is LSTM networks. LSTM is 

a specially designed RNN for modeling long-term dependencies in time series data and has set accuracy 

records in multiple application areas [27]. Due to its unique design structure, LSTM is suitable for processing 

and predicting important events in time series with very long intervals and delays. 

LSTM introduces a memory cell and a gated mechanism to regulate the information flow. The core of 

LSTM lies in three gates: the forget gate, the input gate, and the output gate, each of which learns to preserve 

or discard information based on the context of the current input and the past hidden state. The forget gate 

filters redundant past signals, the input gate updates memory selectively, and the output gate determines the 

relevant part to be propagated. This architecture enables LSTM to preserve long-term dependencies without 

suffering from gradient vanishing. The structure of LSTM networks is shown in Figure 2. 
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Fig. 2  Structure of a standard LSTM cell 

Specifically, at each time step 𝑡, the LSTM performs the following operations: 

𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)

𝑖𝑡 = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)

𝑐
~

𝑡 = tanh(𝑊𝑐 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)

𝑐𝑡 = 𝑓𝑡 ⊙ 𝑐𝑡−1 + 𝑖𝑡 ⊙ 𝑐
~

𝑡

𝑜𝑡 = 𝜎(𝑊𝑜 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)
ℎ𝑡 = 𝑜𝑡 ⊙ tanh( 𝐶𝑡)

                                                                                                            (1) 

where 𝑖𝑡 is the input gate, 𝑓𝑡 is the forget gate, 𝑜𝑡 is the output gate, 𝑐
~

𝑡 is candidate hidden state, 𝑐
~

𝑡 is the cell 

state of LSTM, 𝑥𝑡  is the input vector at time 𝑡, ℎ𝑡−1 is the hidden state from the previous step, 𝜎 denotes the 

sigmoid activation, and ⊙ represents the element-wise multiplication. Through these computations, LSTM 

learns to selectively “forget” outdated information, “update” the memory cell with current relevant inputs, and 

“output” refined temporal features for downstream prediction tasks. 

LSTM networks rely on the continuous flow of sequential information to maintain accurate memory 

states. However, in real-world scenarios, missing values often occur due to sensor failures or transmission 

delays. Che et al. [28] demonstrated that recurrent models like LSTM suffer performance degradation when 

missing values are present, especially when the missingness is not random. 

2.2 Baseline models and prediction framework 

To evaluate the robustness of ship-motion prediction under missing data conditions, several 

representative models were adopted for comparison, including both linear and nonlinear approaches. These 

baseline methods were selected to represent different levels of model complexity and physical interpretability. 

Linear regression model: linear regression assumes a linear relationship between the input features and 

the target variable, expressed as: 

𝑦 = 𝑤𝑋 + 𝑏   (2) 

where 𝑤 and 𝑏 denote the regression coefficients and intercept. As a simple yet effective statistical model, it 

provides a fundamental benchmark for assessing whether the target variable exhibits linear dependence on 

past observations. However, due to its linear nature, the model cannot capture the nonlinear and coupled 

relationships often observed in ship motion dynamics. 

Persistence model: The persistence model assumes that the future value of a variable is equal to its most 

recent observation. This approach requires no training and reflects a short-term temporal continuity 

assumption, which can yield acceptable performance in slowly varying systems. Nonetheless, for oscillatory 

ship motion signals influenced by external disturbances, persistence cannot account for phase shifts or 

nonlinear trends, making it a limited but interpretable baseline. 
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Dynamic mode decomposition: DMD is a data-driven technique originating from fluid dynamics and 

system identification. It decomposes the evolution of high-dimensional systems into a set of spatiotemporal 

modes governed by a linear operator 𝐴, satisfying 𝑥𝑡+1 = 𝐴𝑥𝑡. In this study, the Hankel-DMD variant was 

employed to identify dominant temporal modes from multivariate ship-motion data. DMD provides a 

transparent linear-dynamics predictor that captures dominant oscillatory behavior. 

2.3 Evaluation Metrics 

To quantitatively evaluate the performance of the prediction and imputation models, four regression 

metrics are used for evaluation, including MAE, MSE, RMSE, and 𝑅2. These metrics capture different aspects 

of prediction quality. The MAE is: 

𝑀𝐴𝐸 =
1

𝑛
∑ |(𝑦𝑖 − 𝑦

^

𝑖)|                                                                                                                            (3)

𝑛

𝑖=1

 

where, 𝑦𝑖  represent the true value, 𝑦
^

𝑖 denote the predicted value, and n be the number of samples. In statistics, 

MAE is a measure of the error between pairs of observations expressing the same phenomenon. MAE measures 

the average magnitude of the absolute errors between predictions and ground truth values. It provides a direct 

interpretation of the average prediction error in the same unit as the target variable and is robust to outliers 

compared to MSE. 

The MSE is: 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑖

𝑛

𝑖=1

− 𝑦
^

𝑖)2                                                                                                                               (4) 

where the MSE measures the average of the squared differences between predicted and true values. By 

squaring the errors, MSE penalizes larger errors more heavily, making it sensitive to outliers. It is widely used 

for model training due to its smooth differentiable nature. MSE is sensitive to outliers (because when the 

difference between outliers and normal values is large, the error will be greater than 1 and squaring the value 

will further increase the value), but they can reflect the distribution of prediction errors. 

The RMSE is: 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑖

𝑛

𝑖=1

− 𝑦
^

𝑖)2                                                                                                                         (5) 

where the RMSE is the square root of MSE and shares its properties while keeping the error in the same unit 

as the target. RMSE is more intuitive than MSE and is often used in performance reporting, especially when 

large errors need to be emphasized. 

The 𝑅2 is: 

𝑅2 = 1 −
∑ (𝑦𝑖 − 𝑦

^

𝑖)
2

𝑛
𝑖=1

∑ (𝑦𝑖 − 𝑦̅)2𝑛
𝑖=1

                                                                                                                          (6) 

where 𝑦̅ is the mean value of the observed data. The 𝑅2 score indicates the proportion of variance in the target 

variable explained by the model. An 𝑅2 value of 1 means perfect prediction, while a value of 0 indicates that 

the model performs no better than simply predicting the mean of the target values. 

In general, these four evaluation indicators provide a quantitative assessment of the prediction ability. 

According to their different characteristics and advantages, they capture the prediction error scale of the model 

and the overall model expression ability and can comprehensively evaluate the model prediction ability. In 
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this experiment, all four indicators were recorded to evaluate the accuracy and stability of the model under 

different working conditions and missing data backgrounds. 

2.4 Missing data filling 

In comparative studies of missing value estimation, Tuikkala et al. [29] employed two simple reference 

approaches: one where all missing entries were substituted with zeros (zero imputation), and another where 

they were replaced by the means of the available values within the same row (row average). In this study, 

three typical static imputation methods were adopted to handle artificially constructed missing data: zero-

filling and mean-filling, which has been shown in Figure 3 and LOCF. The first one is the traditional zero-

filling method, which refers to the method of filling the missing data of a static feature with the zero. This 

method is simple to operate and has low computational cost and is often used as a benchmark strategy for 

comparative analysis. However, in the ship motion characteristics, the value of zero often has no actual 

physical meaning and may deviate greatly from the actual state, resulting in a tendency for the model to learn 

errors and produce obvious errors. The mean-filling is to use the historical average value of the feature in the 

test data before it is missing to replace all the values of the missing data. This method can maintain the 

statistical characteristics of the data to a certain extent and reduce the interference of mutations on the model. 

However, this method is also a static completion method that cannot reflect the law of time series changes and 

has the risk of information loss within the missing segment. The LOCF method is a commonly used imputation 

technique in time-series data analysis, particularly for handling short gaps or sporadic missing values. The 

main idea of LOCF is to replace each missing value with the most recent observed (non-missing) value. This 

approach assumes that the system state remains approximately constant between two successive observations, 

which can be reasonable for variables with relatively slow temporal variation. 

 

Fig. 3  Zero-filling and mean-filling method 

All methods are applied in the test under the premise of keeping the model superstructure unchanged, 

aiming to study the impact of missing data location and completion method on prediction performance, and 

provide a benchmark and comparison for subsequent dynamic completion methods. 

3. Dataset and experimental setup 

This section presents a comprehensive description of the dataset source and its reliability, followed by 

an overview of the data conditions, feature composition, and patterns of missing data. Subsequently, the types 

of data missingness are categorized, and the model parameter configuration used in this study is detailed. 

3.1 Dataset source 

The dataset used in this study is generated from a series of high-fidelity numerical simulations based on 

a trimaran model. The simulations are conducted using OpenFOAM and follow the Reynolds averaged 

Navier–Stokes (RANS) equations with appropriate turbulence modeling [30, 31]. This computational setup 

has been previously validated for trimaran motions in waves and maneuvering scenarios [32, 33]. 
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The simulation considers both viscous effects and nonlinear wave-body interactions and provides 

realistic 6DOF motion responses of the trimaran under various combinations of wave steepness and Froude 

numbers. 

 

Fig. 4  Schematic diagram of trimaran hull geometry and characteristic dimensions 

The model geometry and dimensions used for simulation are illustrated in Figure 4. The resulting time-

series motion data under oblique stern waves are used to construct the training and evaluation dataset for this 

study. 

3.2 Working conditions and data feature composition 

To ensure a comprehensive evaluation of the model, the working conditions are selected to make the 

ship move in stern quartering seas with a speed close to the wave celerity, which is relatively dangerous for 

the ship safety and makes the ship vulnerable to severe motion [34]. Under these scenarios, accurate motion 

prediction becomes particularly critical for operational safety. The full configuration of working conditions 

used in this study is shown in Table 1. In the table, 𝑉𝑠 stands for ship speed, 𝑉𝑤 is the wave propagation speed, 

and 𝐹𝑟 refers to the Froude number, defined by 𝐹𝑟 = 𝑉𝑠/√𝑔𝐿, where 𝑔 is gravitational acceleration and 𝐿 is 

the waterline length of ship. It reflects the ratio between inertial and gravitational forces. 𝛽 is the initial wave 

heading, 𝜆 is the wavelength, 𝑎𝑘 is a dimensionless wave steepness parameter, where 𝑎 is wave amplitude 

and 𝑘 = 2𝜋 ∕ 𝜆 is wave number. It reflects the nonlinearity of wave shape. 

In this study, the selected datasets are chosen to sufficiently cover a wide range of realistic operating 

conditions where ship motion instability is likely to occur, such as surf-riding and broaching scenarios.  

Cases 1-5 vary the forward velocity of the ship under fixed wave conditions, while Cases a-e fix the ship speed 

and heading but vary wave characteristics. This combination ensures that both speed-sensitive and wave-

sensitive dynamic responses are adequately captured. The dataset design is not aimed at analyzing the 

influence of specific parameters, but rather to ensure robustness and generalization of the model under diverse 

yet representative sea conditions. 
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Table 1  The data cases selected in this paper 

Case Fr Vs/Vw 𝜆/H 𝛽(°) 

1 0.35 0.84 

3.27 30 

2 0.38 0.91 

3 0.40 0.96 

4 0.45 1.08 

5 0.50 1.20 

6 0.35 0.84 

2.34 15 

7 0.38 0.91 

8 0.40 0.96 

9 0.45 1.08 

10 0.50 1.20 

11 0.45 1.19 2.70 

30 

12 0.45 1.08 3.27 

13 0.45 0.99 3.90 

14 0.45 0.92 4.50 

15 0.45 0.87 5.10 

3.3 Data features and missing data type 

For each sea condition, the collected data contains a full set of motion-related time series features, 

capturing both rigid-body dynamics and hydrodynamic loads. The 6DOF motion features of ship can be 

systematically categorized based on translational and rotational components. Specifically, translational motion 

along the three coordinate axes is grouped together, while rotational motion is further divided into three 

separate groups, each corresponding to rotation around one of the principal axes (roll, pitch, and yaw). This 

classification yields a structured set of motion feature combinations, as summarized in the accompanying 

table. The 6DOF and motion coordinate system of the ship are shown in Figure 5. 

 
Fig. 5  6DOF of ship motion 

Totally 18 features of each case are used for training and prediction in this paper, including heave, sway, 

surge, roll, pitch, yaw, and the corresponding velocity, angular velocity, force, and moment. Among these, the 

roll feature was deliberately selected to be missing in the experimental setup. Roll motion is a critical feature 

reflecting the ship’s lateral stability, and its accurate prediction is essential for ensuring navigational safety. 

In this paper, the proportion of missing data is expressed using 𝑟𝑚𝑖𝑠𝑠, which represents the fraction of missing 

data points relative to the total number for the roll feature. This indicator allows a direct comparison of missing 

data levels across different experimental configurations. 
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In this study, 200 consecutive time steps of selected feature data are employed as input to forecast the 

same feature data at the next, 201st, time step. The entire ship motion sequence lasts for 55 seconds with a 

sampling interval of 0.004 s, resulting in a total of 13,750 time steps. Among them, the first 80 % (11,000 

time steps) are used for model training, while the remaining 20 % serve as the validation dataset. For 

consistency, all figures are presented in time steps, which are linearly related to physical time through this 

conversion. In Table 2, 18 physical features are selected as input variables to comprehensively characterize 

the trimaran’s motion and hydrodynamic responses. These features include linear and angular displacements, 

linear and angular velocities (Ux, Uy, Uz, Ωx, Ωy, Ωz), and the corresponding hydrodynamic forces and moments 

(Fx, Fy, Fz, Mx, My, Mz). Together, these features provide a complete 6DOF representation of the vessel’s 

dynamic behavior, serving as comprehensive input for data‐driven modeling and prediction. 

Table 2  Definition of input features for 6DOF motion 

Displacement Displacement Linear V Angular V Force Moment 

Surge Roll Ux Ωx Fx Mx 

Sway Pitch Uy Ωy Fy My 

Heave Yaw Uz Ωz Fz Mz 

To simulate the data missing caused by sensor failure or other factors in the real world, this paper selects 

a data missing mode for subsequent analysis. The missing type is continuous missing, imitating large segments 

of uninterrupted missing. The missing rate uses three ratios: 10 %, 20 %, and 30 %. The continuous missing 

involves removing entire continuous segments of the time series, representing more severe sensor failures or 

data outages. In this study, missing blocks were inserted at random start points, with the length of each block 

adjusted to match the desired missing rate. An example of the missing pattern applied to the feature sequence 

is shown in Figure 6. As illustrated, continuous missing creates large contiguous voids, potentially disrupting 

temporal dependencies in the data and posing great challenges for imputation. 

To illustrate the design of the missing data scenarios in this study, the roll feature from Case 1 is selected 

as a representative example for visualization, which is significant for ship sailing in quartering seas and 

relatively dangerous for safety. The same missing data strategies are consistently applied to all other motion 

features and are therefore not individually presented here. From top to bottom are the complete data and the 

data with the missing rate gradually increasing by 10 %. The gray shaded areas represent the missing data 

segments. As the missing rate increases, the proportion of the gray shaded area in the graph also becomes 

larger, resulting in a greater gap in data continuity. 

By evaluating model performance under this missing type and varying levels, this study investigates not 

only the sensitivity of different feature groups to missing data, but also the robustness of imputation methods 

under realistic maritime data conditions. To clearly differ the prediction under different scenarios, this paper 

uses the following symbols to represent: (True Value: ground truth values without missing data. Pc: model 

prediction using the complete input sequence. Pz: prediction using the input sequence with missing blocks 

filled by zeros. Pm: prediction using the input sequence with missing blocks filled by mean values. Pl: 

prediction using the input sequence with missing blocks filled by LOCF.) 
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(a) rmiss=0% 

 
(b) rmiss=10% 

 
(c) rmiss=20% 

 
(d) rmiss=30% 

Fig. 6  The sketch of data missing used in this paper 

4. Result and discussion 

In this section, a typical working condition is used to test the performance of the LSTM model used in 

this paper, and the effect of the missing data on the prediction accuracy is tested. Then, the effect of 

hyperparameters and data of various working conditions is discussed. 

4.1 The effect of missing data on the prediction 

The data of Case 1 is used as a typical working condition to test the performance of the LSTM model 

first. The time history of the ship motion and force data is divided into training and test sets, with 80 % used 

for training and 20 % for testing, respectively. The parameter settings of LSTM model are shown in Table 3, 

which were determined based on our previous work. 
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Table 3  Hyperparameter configuration of the LSTM-based prediction model 

Parameter Value Description 

Hidden layer size 64, 64, 32 Number of hidden units per LSTM layer 

Input sequence length 200 Number of past time steps as input 

Number of LSTM layers 3 Depth of the LSTM network 

Batch size 32 Mini-batch size during training 

Learning rate 0.001 Step size for optimizer 

Epochs 30 Training iterations 

Activation function ReLU Introduces non-linearity to improve performance 

 

Fig. 7  Training error curves of the LSTM model in terms of MAE and MSE 

 
(a) Surge                                                             (d) Roll 

 
(b) Sway                                                                (e) Pitch 

 
(c) Heave                                                                 (f) Yaw 

Fig. 8  Prediction results by LSTM with the data of Case 1 used for training and prediction 
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Figure 7 shows the MAE and MSE training error curves over 30 epochs. Both metrics drop sharply within 

the first 5 epochs, indicating quick learning of the temporal patterns of input data. Afterward, errors gradually 

stabilized, with minimal fluctuations beyond epoch 10. The MAE decreases smoothly, while the MSE drops 

more rapidly and approaches near-zero, reflecting the sensitivity of squared errors to large deviations. The 

convergence of both metrics suggests the LSTM model effectively captures the input-output mapping without 

overfitting, demonstrating efficient learning and stable error reduction in modeling ship motion data. 

To demonstrate the performance of the LSTM model under self-supervised conditions, the data is split 

with 80 % used for training and 20 % for testing. Figure 8 shows the prediction results of the 6DOF motions 

with Figure 8 (a)-(f) representing surge, sway, heave, pitch, and yaw, respectively. In each plot, the blue line 

represents the true value, the red lines indicate the predicted results, and the vertical dashed line marks the 

train-test split. It shows that the predicted values closely follow the true motion trajectories in the test segment, 

indicating that the model has successfully captured the temporal dependencies of ship motion features. The 

smooth and continuous alignment between true and predicted curves suggests that the LSTM model is well-

fitted and generalizes well within the same distribution. These examples serve as representative cases. 

 

Fig. 9  Prediction results of Case 2 at rmiss=0 with the model trained by Case 1. (a) surge, (b) sway, (c) heave, (d) roll, (e) pitch,  

(f) yaw 

To further study the LSTM model and the effect of missing data, two cases are used for tests, where  

Case 1 are used as training set and Case 2 as prediction set. The motion of ship in Case 2 is to some extent 

different from that in Case 1 as the ship speed increases. The predicted results with and without data being 

missing are compared with each other. Figure 9 shows that prediction results with rmiss=0. It is found that, 

when the data is intact, the model successfully captures the general trends and temporal patterns of most 

features, particularly for periodic angular motions, such as roll and pitch, where the predicted trajectories 

closely align with the true signals. In contrast, certain translational components, such as surge and sway, 

exhibit larger deviations, indicating a more complex or less transferable dynamic behavior across cases. 
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(a) roll with 𝑟𝑚𝑖𝑠𝑠 = 0%                (e) pitch with 𝑟𝑚𝑖𝑠𝑠 = 0% 

 
(b) roll with 𝑟𝑚𝑖𝑠𝑠 = 10%                (f) pitch with 𝑟𝑚𝑖𝑠𝑠 = 10% 

 
(c) roll with 𝑟𝑚𝑖𝑠𝑠 = 20%                (g) pitch with 𝑟𝑚𝑖𝑠𝑠 = 20% 

 
(c) roll with 𝑟𝑚𝑖𝑠𝑠 = 30%                (g) pitch with 𝑟𝑚𝑖𝑠𝑠 = 30% 

Fig. 10  Prediction results of Case 2 at various rmiss with the model trained by Case 1 by zero-filling method 

Based on the result in Figure 9 the roll and pitch could be accurately predicted by current data set and 

model, hence, in Figure 10, the roll and pitch are used to preliminarily study the effect of missing data on the 

prediction, and the zero-filling method is applied, which means the missing data a filled with zero. Figure 10 

shows that, when data is missing, there is a particularly large deviation between the predicted value and the 

true value, indicating that the missing data significantly impacts prediction accuracy, especially for the roll 

motion. This suggests that the traditional zero-filling method may not be suitable for predicting nonlinear ship 

motion. While this method allows the prediction model to continue functioning when data is missing, the lack 

of mapping relationship between motions leads to noticeable prediction errors. As the missing rate increases, 

the impact on prediction becomes more pronounced. 
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Fig. 11  Roll prediction error of Case 2 at various rmiss with the model trained by Case 1 by zero-filling method 

Figure 11 compares the results of complete data and missing data; it can be clearly known that with the 

increase of missing rate the error increased. That is to say, the lack of data has a significant impact on the 

accuracy of the model. The reason for this phenomenon is that the model cannot capture continuous data for 

updates and thus cannot obtain information to complete the prediction. 

In this study, the LSTM model performs one-step-ahead independent prediction, where an input window 

of 200 consecutive samples is used to predict the next step. During testing, each prediction uses the true 

observed sequence to update the input window, rather than feeding the model’s previous outputs. Therefore, 

the prediction is non-recursive, and error accumulation does not occur. This design allows it to evaluate the 

model’s intrinsic short-horizon predictive capability under missing data conditions. 

Although the model was trained for one-step-ahead prediction, recursive rollout allows evaluating its 

performance over a prediction horizon, which corresponds to forecasting the ship’s motion over a future time 

span. This horizon-based assessment is crucial for real-time control and decision-making, as it reflects how 

prediction errors accumulate when the model operates autonomously without future ground truth. Therefore, 

horizon-based evaluation (H = 1, 10, 30, 60, 100 time steps, physical time is 0.004 s, 0.04 s, 0.12 s, 0.24 s,  

0.4 s) is included to quantify the model’s robustness in practical, real-time ship motion monitoring scenarios. 

  

Fig. 12  The error accumulation over longer horizons 

In Figure 12, the MAE and RMSE become greater with the increase of the predicted horizon. The results 

demonstrate that the one-step LSTM model provides accurate short-horizon predictions, while recursive 

rollout leads to gradual error accumulation over longer horizons. The limitation is inherent to one-step 

forecasting and can potentially be mitigated by adopting sequence-to-sequence or direct multi-step 

architectures, which are left for future exploration. 

To further study the negative impact of the missing data, various hyperparameters of the model is studied 

under the assumption of rmiss=30 %, and the zero-filling method is still applied. Because the input sequence 
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length is crucial for the training stability and prediction performance, cases of three step size are used, as 

shown in Table 4. Besides, the effect of the key hyperparameters of LSTM model on robustness is studied, 

including input sequence length, hidden size and number of layers. The input sequence length refers to the 

number of consecutive time steps input into the LSTM model at one time, and the feature step size determines 

how much past information the LSTM can remember at one time. 

Table 4  The hyperparameters used for test 

Test Input sequence length hidden units number number of LSTM layers 

Test 1 50 

64, 64, 32 3 Test 2 100 

Test 3 200 

Test 4 

200 

32, 32, 16 

3 Test 5 64, 64, 32 

Test 6 128, 128, 64 

Test 7 

200 64, 64, 32 

1 

Test 8 2 

Test 9 3 

 

Fig. 13  Predicted roll for different input sequence length by zero-filling method (rmiss=30 %, Cases 1-2) 
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Fig. 14  Prediction error of roll for different input sequence length by zero-filling method (rmiss=30 %, Cases 1-2) 

Figure 13 shows the predicted results of roll motion with different input sequence length under 30 % 

data missing. It shows that the prediction errors with three input sequence length are all obvious when the data 

missing begins, however, to decrease the input sequence length is valid to make the prediction more accurate. 

It means that adjusting the input sequence length can effectively decrease the negative impact of data missing 

on the memory effects of neural network and the disruption of mapping relationship. Figure 14 shows the 

comparison of MSE, MAE, and RMSE under different input sequence length. On one hand the prediction error 

gets relatively smaller with the decrease of input sequence length, on the other hand it indicates that simply 

adjusting the input sequence length has a very limited impact on the prediction performance for cases with 

missing data filled with zero. 

 

Fig. 15  Predicted roll for different numbers of hidden units by zero-filling method (rmiss=30 %, Cases 1-2) 
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Fig. 16  Prediction error of roll for different hidden unit sizes by zero-filling method (rmiss=30 %, Cases 1-2) 

Figures 15 and 16 shows the prediction results with 30 % data missing for different the number of hidden 

units, as shown as Tests 4-6 in Table 4. The number of hidden units is the dimension of the hidden state 

generated at each time step, which reflects the capacity of the LSTM to learn more complex temporal 

relationships. Figure 15 shows that the number of hidden units has little effect on improving the prediction 

accuracy, but more hidden units could make the variation trend of predicted values get closer to variation trend 

of true values. The comparison of the corresponding errors is shown in Figure 16, it can be found that, when 

the data missing begins, all the cases show a phenomenon of overall sinking, and the effect on the prediction 

accuracy is limited. 

 

Fig. 17  Predicted roll for different LSTM layer numbers by zero-filling method (rmiss=30 %, Cases 1-2) 
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Fig. 18  Prediction error of roll for different LSTM layers by zero-fill method. (rmiss=30 %, Cases 1-2) 

In Figures 17 and 18, The effect of LSTM layers number is tested by Tests 7-9 in Table 4. Theoretically, 

more layers can improve the temporal expression ability and abstract learning level of LSTM model, but it 

also introduces the risk of training instability and overfitting. As shown in Figure 17. The effect of the LSTM 

layers is to some extent similar to that of hidden unit number. It mainly impacts the ability of the LSTM model 

to capture the mapping relationship between sequential data. Figure 18 compares the prediction errors of roll 

for different LSTM layers. Test 8 of two LSTM layers achieved the lowest error and performed better than 

the other two cases in terms of stability.  

To sum up, the effects of input sequence length, hidden unit number, and LSTM layer on the prediction 

are obviously different under missing data condition. The smaller input sequence length, larger hidden unit 

number, and medium LSTM layer performs relatively better in prediction accuracy and capturing the mapping 

relationship, which will be used here after. It also shows that, when missing data occurs, it is not suitable to 

apply the traditional zero-filling method to improve the prediction accuracy. 

4.2 The effect of mean filling method on the prediction 

To solve the problem of the inaccurate prediction and the disruption in capturing the mapping 

relationship lead by the intermittent data missing, the mean-filling method is presented in this paper, where 

the average of existing data and predicted results is used as input in each time step when data is missing. Cases 

1-2 and Cases 6-7 of Table 5 are used for train and prediction, which are data set of ship sailing in different 

wave heading angles. 

Table 5  Training and prediction cases for the test of mean filling method 

Test Training case Prediction case rmiss 

Test 10 Case 1 Case 2 30 % 

Test 11 Case 1 Case 3 30 % 

Test 12 Case 6 Case 7 30 % 
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(a) roll, rmiss=0 %, Test 10                           (e) pitch, rmiss=0 %, Test 10 

  
(b) roll, rmiss=10 %, Test 10                         (f) pitch, rmiss=10 %, Test 10 

 
(c) roll, rmiss=20 %, Test 10                       (g) pitch, rmiss=20 %, Test 10 

 
(d) roll, rmiss=30 %, Test 10                     (h) pitch, rmiss=30 %, Test 10 

Fig. 19  Prediction results of roll motion for different rmiss by mean-filling method 

Figure 19 illustrates the prediction results for the roll and pitch features after applying mean-value 

imputation to the missing regions of the input sequence. It could be seen that, compared with the zero-filling 

method, the application of mean-filling noticeably improves the prediction accuracy when data missing 

occurs, especially for the pitch motion. The predicted value remains closely aligned with the ground truth; 

even missing rat is as large as 30 %. For roll motion, although some phase shift and minor amplitude 

attenuation can be observed in cases with severe missingness, such as Figure 19 (d), the variation trend of the 

data is well preserved. These results suggest that, despite its simplicity, mean-fill method may be sufficiently 

robust for the prediction of ship motion with missing data. 

Figure 20 shows the comparison of the predicted roll by zero-filling and mean-filling method. The 

prediction accuracy by the mean-filling method is in good agreement with the true value. Compared with the 

prediction results without missing data, the mean-filling method can significantly decrease the negative effect 

by the missing data. Figure 21 shows the error by different methods. The prediction error without missing data 

is taken as the baseline for comparison. It shows that the MSE of mean-filling method decreases significantly 

than the zero-filling method by about 83 %, while the MAE and RMSE decrease by about 35 % and 40 %, 

respectively. 
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(a) rmiss=30 %, Test 10 

 
(b) rmiss=30 %, Test 11 

Fig. 20  Prediction of roll motion by zero-filling method and mean-filling method 

  
(a) rmiss=30 %, Test 10   (b) rmiss=30 %, Test 11 

Fig. 21  Error of Roll prediction by zero-filling method and mean-filling method 

To further study the performance of mean-filling method in different working conditions, Cases 6-7 

with different wave heading angles is used for prediction. The results are shown in Figure 22. It could be 

found that the predicted values by mean-filling method is still close to the predicted value without missing 

data, indicating that the mean-filling method has certain stability and availability in different scenarios. 

It can be observed that the mean-filling method consistently achieves lower MAE and RMSE values than 

zero-filling across different missing data rates. This is because the mean-filling approach provides smoother 

and statistically representative replacements for missing samples, which helps maintain the local continuity of 

the time series and prevents abrupt changes in the input. In contrast, zero-filling introduces sharp 

discontinuities and non-physical spikes at the boundaries of missing segments. Such artificial distortions may 
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mislead the temporal feature extraction of the LSTM, resulting in degraded predictive accuracy. Therefore, 

the mean-filling method proves to be more robust and physically reasonable for ship-motion time-series data, 

where continuity and smooth variation are critical for capturing dynamic behavior. 

 

Fig. 22  Predicted roll by zero-filling and mean-filling methods (rmiss=30 %, Test 12) 

4.3 The performance of mean imputation at various working conditions 

To further study the effect of data sets on prediction performance of the mean-filling method under 

missing data conditions, more cases are used for training and prediction to test its validity in complex working 

conditions. The combinations of training and prediction cases are shown in Table 6. Test B is used first, and 

the results are shown in Figure 23, where Case 1 and Cases 3-5 are used for training, and Case 2 for prediction. 

For data missing condition, the missing rate rmiss=30 %  are used for both zero-filling and mean-filling 

methods. 

Table 6  Different combinations of training and prediction cases 

Test Training case Test case rmiss 

Test 13 Case 1, Cases 3-5 Case 2 30 % 

Test 14 Case 1-2, Cases 4-5 Case 3 30 % 

Test 15 Case 11, Cases 13-15 Case 12 30 % 

Test 16 Cases 11-12, Cases 14-15 Case 13 30 % 

Test 17 Case 1, Cases 3-5, Cases 10-15 Case 2 30 % 

Comparing Figures 20 and 23, it is found that, during time steps without missing data, the prediction 

accuracy of model trained by cases of various working conditions is obviously improved. When data missing 

occurs, the prediction by mean-filling method is still obviously more accurate than zero-filling method, but 

the prediction accuracy decreases with the working conditions used for training getting complex. It probably 

means that increasing the amount and diversity of training data can improve prediction accuracy under no 

missing data conditions, but it may also amplify the negative impact of mapping confusion when data is 

missing. To further study such phenomena, the combinations of training and prediction cases Test 15-16 with 

different wave conditions in Table 6 are used. 
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(a) rmiss=30 %, Test 13 

 
(b) rmiss=30 %, Test 14 

Fig. 23  Predicted roll by zero-filling and mean filling methods 

To sum up, the phenomenon of Figures 23 and 24 shows that increasing the training data set can improve 

the prediction performance of neural network for ship motion in the non-missing, whereas it makes the mean 

filling method unstable in the missing area. The main reason is that, when the training set becomes 

complicated, the missing local data can significantly affect the internal logical relationships of nonlinear data, 

then the negative impact of the data missing on the capture of the mapping relationship and logical consistency 

of the data is significantly amplified. Also, the increase of the data amount and variability amplifies the 

divergence between historical average imputation by mean filling method and true values, overwhelming 

gating mechanisms of LSTM model in capturing long-term dynamic dependencies [35]. Simultaneously, 

heterogeneous data disrupts the hidden-state mapping relationship, where input noise sensitivity inherently 

degrades feature representation coherence, triggering nonlinear error propagation in temporal predictions. 

Therefore, it is crucial to reduce the variability of heterogeneous data by grouping temporally coherent motion 

patterns while missing data occurs, such as cluster-based imputation. Thereby aligning LSTM input 

distributions with localized dynamics to suppress error cascades. This stratification preserves feature-target 

mapping consistency, enabling adaptive learning of intra-cluster dependencies while mitigating noise 

amplification across divergent ship behaviors. 
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(a) rmiss=30 %, Test 15 

 
(b) rmiss=30 %, Test 16 

 
(c) rmiss=30 %, Test 17 

Fig. 24  Predicted roll by zero-filling and mean filling methods 

4.4 The LOCF and linear methods comparison 

Based on the comparison shown in Figure 10, the LOCF method was further investigated as an additional 

imputation strategy to assess its influence on prediction accuracy. In this experiment, missing data rates of  

10 %, 20 %, and 30 % were introduced, and the LOCF approach was applied to fill the missing segments by 

carrying forward the last observed value. 
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(a) roll, rmiss=0 %     (e) pitch, rmiss=0 % 

 
(b) roll, rmiss=10 %    (f) pitch, rmiss=10 % 

 
(c) roll, rmiss=20 %    (g) pitch, rmiss=20 % 

 

(d) roll, rmiss=30 %    (h) pitch, rmiss=30 % 

Fig. 25  Prediction results of Case 2 at various rmiss with the model trained by Case 1 by LOCF method 

Figure 25 illustrates the prediction results obtained using the LOCF method under different missing data 

rates (10 %, 20 %, and 30 %). The imputed segments differ among missing rates because the last available 

values before each missing block vary with the specific missing data pattern. As a result, the reconstructed 

sequences show distinct local behaviors at different missing ratios. Overall, the LOCF method produces 

relatively poor prediction performance, as reflected by the noticeable deviation between the predicted and true 

values. It is mainly because LOCF maintains constant values within missing intervals, thereby breaking the 

temporal continuity and failing to capture dynamic variations in ship motion. Consequently, the LSTM model 

trained on continuous sequences struggles to adapt to such step-like imputations, leading to larger accumulated 

errors compared with smoother imputation strategies such as mean filling. 

In addition, the LOCF strategy was incorporated into the Test 13 setup, which involved multi-condition 

training using ship-motion data under different speeds and wave parameters. As shown in Figure 26, the 

prediction results still exhibit large deviations between the true and predicted values. The performance 

degradation indicates that the limitation of LOCF is structural rather than data-dependent—its constant-value 

interpolation fails to represent dynamic variations across conditions, resulting in poor generalization even in 

a richer training environment. 
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Fig. 26  Predicted roll by LOCF rmiss=30 %, Test 13 

 

(a) roll, rmiss=30 %    (b) pitch, rmiss=30 % 

Fig. 27  Prediction results of Case 2 at rmiss 30 % with the model trained by Case 1 by linear interpolation method 

As shown in Figure 27, the overall prediction trend and waveform shape remain highly consistent 

between the two cases, with only slight amplitude and phase differences in the interpolated region. The 

interpolation method effectively reconstructs missing segments while maintaining the temporal continuity of 

the input signal, allowing the model to achieve stable and accurate predictions. Although minor discrepancies 

can be observed at the edges of the interpolated region—mainly due to the smoothing nature of linear 

interpolation—the overall prediction accuracy remains close to that of the complete-data case. This indicates 

that the linear interpolation approach provides a simple yet sufficiently accurate solution for handling short-

term data gaps in practical ship motion forecasting applications. 

 

Fig. 28  Predicted roll by Linear interpolation  rmiss=30 %, Test 13 

Similarly, this paper further evaluates the prediction performance of the linear interpolation method 

under multiple working conditions in Figure 28. It is observed that the prediction accuracy of the linear 

interpolation method decreases compared with that under a single working condition, and the deviation 

between the predicted and true values becomes more significant. This degradation can be attributed to the 

increased variability of the input features caused by changes in ship speed, wave parameters, and flow 

conditions. Since linear interpolation assumes a locally linear temporal evolution, it cannot accurately 

reconstruct nonlinear transitions or dynamic coupling effects among different working conditions. As a result, 
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the interpolated data introduces additional bias into the model input, leading to larger prediction errors and 

reduced robustness. 

4.5 Comparison with baseline models 

To further evaluate the predictive performance of the proposed LSTM network, several baseline models 

were implemented, including a simple linear regression model, a persistence model, and a DMD model. These 

models were compared with the LSTM under both complete and missing data conditions in Subsection 4.1 

test which uses Case 1 to predict Case 2. 

Table 7 summarizes the prediction accuracy of the four models under complete data conditions. As can 

be seen, all models achieve very high accuracy, with MAE and RMSE values remaining within a small range 

and R² > 0.99. This indicates that, when the input sequence is continuous and complete, the underlying ship-

motion dynamics can be reasonably captured even by simple linear models. In other words, the dataset exhibits 

partial linearity in its short-term behavior, allowing both regression-based and data-driven approaches to 

perform comparably. 

Table 7  The evaluation error of different models under complete data 

Model MAE MSE RMSE R2 

Linear regression 0.000005 0.001823 0.002260 0.9990 

Persistence 0.000626 0.019778 0.02520 0.9991 

DMD 0.0925 0.2042 0.3041 0.9912 

LSTM 0.0110 0.0002 0.0148 0.9990 

  

Fig. 29  Comparison of true and predicted roll motion using linear regression, persistence, and LSTM under missing data 

condition by zero-filling 

However, once missing segments were introduced, the performance divergence became pronounced. In 

Figure 29, the linear regression and persistence models show a clear tendency to degenerate into static or 

linearly biased predictions once data gaps appear. Specifically, the persistence model maintains a constant 

value throughout the missing interval, while the linear regression output follows a nearly straight line 

determined by the imputed mean or zero values. Such behavior indicates that linear methods fail to reconstruct 

the dynamic variations of ship motion when the temporal continuity of the input sequence is disrupted. 

Although DMD performs well on complete and noise-free time series, its predictive capability becomes 

sensitive to data discontinuities. Under zero-filling or linear interpolation, the reconstructed trajectory deviates 

from the smooth dynamical structure assumed by DMD, leading to reduced forecasting accuracy. This is not 

a limitation of DMD itself but rather reflects a mismatch between simple imputation strategies and the intrinsic 

temporal coherence required by DMD-based models. The LSTM model demonstrates a markedly better 

capability to preserve the physical pattern of the motion signal. It successfully tracks the amplitude and phase 
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evolution even within and after the missing regions, reflecting its inherent ability to learn nonlinear temporal 

dependencies and internal memory representation. 

 

Fig. 30  Comparison of true and predicted roll motion using linear regression, persistence, DMD, and LSTM under missing data 

condition by linear interpolation 

Figure 30 illustrates the comparison between the predicted and true roll motion under the linear 

interpolation imputation method using different predictive models, including LSTM, persistence, and linear 

regression. The shaded region indicates the time interval containing missing values in the original dataset. It 

can be observed that under the missing data condition, the LSTM model exhibits the best consistency with the 

true values, maintaining the oscillation phase and amplitude relatively well. The DMD model, while effective 

at extracting coherent temporal structures under fully observed conditions, becomes sensitive when data 

continuity is disrupted by interpolation. 

Overall, the results demonstrate that while interpolation provides a continuous input sequence, the 

predictive performance still depends strongly on the model’s ability to represent nonlinear and time-dependent 

dynamics. The LSTM model remains the most robust among all tested baselines under linear interpolation 

filling. While DMD and linear models provide interpretable and computationally efficient baselines, their 

effectiveness rapidly deteriorates under missing data scenarios. The LSTM network remains the most reliable 

and robust predictor, capable of maintaining temporal consistency and suppressing error amplification caused 

by imputation distortions. 

5. Conclusion 

This paper studies the performance of LSTM model in the prediction of ship motion in waves with 

missing data. The dataset of ship motion in one working condition of ship speed and wave is used to verify 

the feasibility of the model, and the effect of hyperparameters on the prediction accuracy is tested. Then, the 

effect of traditional zero-filling and mean filling method is used for the prediction under data missing 

condition. Finally, ship motion data under different workings conditions were used for training and prediction 

to analyze the impact of data missing and the effectiveness of the mean filling method. Based on these results, 

the following conclusions can be drawn: 

(1) Data missing will cause the model to lose data information, the model prediction accuracy is 

distorted, and the prediction task cannot be completed. 

(3) The traditional zero-filling method is not suitable to predict the ship motion under data missing 

condition. The mean-filling method has certain stability and availability for ship motion prediction in different 

scenarios. 

(3) Increasing the diversity of training data set has negative impact on the prediction stability for the 

mean filling method under data missing condition. Grouping coherent motion patterns can reduce the error 

propagation and preserve model robustness. 

(4) The mean filling method for data missing requires high classification and recognition accuracy of 

training data. Exploring the use of mapping relationships between different ship motion data to fill missing 
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data may offer greater practical value. Future work will focus on investigating this approach to improve the 

robustness and applicability of data imputation methods in ship motion prediction. 
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APPENDIX 

A minimal pseudo-code and a code snippet. 

Inputs: Multivariate time series 𝑋 ∈ ℝ𝑇×18 with ordered channels 𝒞 = {𝑐1, … , 𝑐18} ; sampling step  

Δ𝑡 = 0.004s; window length 𝐿(200); random seed. 

Outputs: Per-channel MAE/MSE/RMSE/𝑅2 on the test set; matrices 𝑌̂testand 𝑌test(prediction vs. ground 

truth) for reproducibility. 

Set seeds 42 for Python/NumPy/PyTorch; enable deterministic flags. 

Chronological split: first 80% samples →train; last 20% →test  

Normalization (train-only stats): compute per-channel scaler on train (Min-Max scaler); apply to train 

and test. 

Windowing (seq-to-one, multivariate): for each 𝑡 = 𝐿, … , 𝑇train − 1, form 𝑥𝑡 = 𝑋[𝑡 − 𝐿: 𝑡, : ] ∈ ℝ𝐿×18 , 

label 𝑦𝑡 = 𝑋[𝑡, : ] ∈ ℝ18. 

Model: LSTM mapping ℝ𝐿×18 → ℝ18; loss = MSE & MAE; optimizer = Adam (lr 0.001). 

Train: iterate epochs; minimize MSE over training windows (teacher forcing on by construction of seq-to-

one). 

(Optional for missing data study): create test-only block-missing mask, impute masked test inputs by a 

chosen method (zero/mean/LOCF).  

One-step test evaluation: 

Feed forward through the test window 𝑥𝑡 to obtain 𝑦̂𝑡 ∈ ℝ18 

Calculate MAE, MSE, RMSE, 𝑅2 for each channel, and save the predicted/real CSV for reproduction. 

 

Recursive multi-step rollout 

Inputs: normalized test sequence 𝑋test ∈ ℝ𝑇test×18 (intact and imputed version); window 𝐿 ; prediction 

horizons 𝐻 = {10,30,60,100}. 

Outputs: Per-channel MAE, RMSE, and 𝑅2as functions of 𝐻; error-growth curves and exported prediction 

tables. 
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